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Abstract. Clustering is a very important process that plays a key role
in data analysis and data mining that has been effectively used for diverse
procedures in artificial intelligence. On the other hand, Particle Swarm
Optimization is a family of high-performance meta-heuristic techniques
successfully used for solving multi-objective optimization problems. This
paper presents a modified particle swarm algorithm for optimizing the lo-
calization of cluster centroids. The results yielded by several experiments
show this algorithm to be reliable and efficient.
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1 Introduction

Clustering is a non-supervised technique used for uncovering the underlying
structure on a dataset [6]. A precise knowledge about the structure of a par-
ticular dataset turns out to be essential for image segmentation [7]-[19], data
mining [13] and data compression [1] problems among others. Since there is no
supervision information available when clustering data, the only reliable source
of information is the similarity or dissimilarity among patterns. For measuring
that similarity or dissimilarity a problem-specific user-proposed metric called
Pattern Analogy function is generally used. Each cluster is defined by its cen-
troid or by the pattern with the biggest average similarity sometimes called
medoid or holotype [16]. Clustering a dataset is a difficult problem since clusters
can show a great diversity of sizes and shapes [12]. Besides, the optimum number
of clusters for the dataset is not known a priori and automatically finding it is
still an open research problem [11], so a great majority of algorithms require it
as a parameter supplied by the user.
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Particle Swarm Optimization (PSO) is a meta-heuristic algorithm, designed
by Kennedy and Eberhart in 1995, modeled following the social behavior of bird
flocks and fish schools [14]-[15]. In this algorithm, a group (called swarm) of
candidate solutions for an optimization problem (called particles) moves across
the problem space, searching for a global optimum solution. Each particle’s po-
sition is updated considering its fitness (its knowledge about the environment),
the position of its neighborhood’s best fitted particle (social influence) and the
best position that particle itself has visited (cognitive influence). PSO’s ability
to search huge spaces with very few particles, and the rich set of possibilities it
offers for defining inter-neighborhood and inter-particle collaborative search has
contributed to consider it as one of the most efficient evolutionary algorithms
available today.

Some partitional and density-based clustering algorithms (like K-Means [20]
and DBSCAN [10]) strongly rely upon a set of initial problem conditions. When
these conditions are not sufficiently satisfied the algorithm may converge to sub-
optimal solutions. PSO algorithms, because of their particle updating dynamics,
are believed to be much less sensitive to initial problem conditions, so using
PSO algorithms for solving clustering problems is a sound strategy with higher
probabilities of finding global optimum solutions. This paper shows a modified
PSO-based algorithm that efficiently clusters data patterns by optimizing cen-
troid or holotype positions of each cluster.

2 Theoretical Background

2.1 PSO Algorithm

This algorithm initializes its swarm with randomly generated solutions and a
randomly selected speed factor for each particle. Each particle includes a field
called pbest for storing its best previous value and its position in the search
space. Globally known to all particles is the best global value found so far by
any particle (gbest) and its position. Pbest and gbest are used for changing a
particles’ speed after each iteration (or generation) of the swarm search.

PSO is a stochastic and iterative process operating on a particle swarm. Each
particle is composed by three vectors and two fitness values as described below:

— Vector x; = {(x;1,%i2,...,Tin) stores the current particle’s position in the
search space.

— Vector pBest, = (pi1,pi2,---,Din) stores the position of the particle’s best
solution.

— Vector v; = (vi1, V2, . - ., Uin) stores the direction gradient (speed) for regu-
lating the particle’s movement.

— Value fitness_z; is the fitness of the particle’s current solution.

— Value fitness_pBest; is the fitness of the particle’s best solution.

The PSO algorithm starts by setting the initial position and speed of each
particle in the swarm. The initial position of each particle can be generated
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randomly according to a homogeneous distribution or by using some specific
initialization heuristic. Once the initial positions are set, the fitness value of
each particle is calculated and the fitness_z; and fitness_pBest; values are
updated.

The speed of each particle is randomly selected with each component within
the interval [—Umaz, Vmaz] ; Where Upmq, will be the maximum speed that each
moving particle can adopt. Empirical results have shown that zero-valued speeds
almost never promote good final results. Particles should move in an iterative
fashion by adding their speed vector v; to their position vector x; , thus finding
the new position vector: ;1 + x; + v;.

Once in its new position, the particle’s fitness is calculated and the fitness_z;
value is updated. If the current fitness value is better than the fitness of the best
found solution, then fitness_x; and fitness_pBest,; values are also updated.

The speed vector of each particle is updated using its previous speed, the
value of a cognitive component, and also the value of a social component. The
resulting mathematical model is at the core of the PSO algorithm:

0" = wu® + ¢rrand, (pBest; — xik) + ¢orands(gBest — ;") (1)

l,ik+1 — liik 4 ’Uz'kJrl (2)

Equation 1 shows the speed-vector upgrade mechanism for particle ¢ dur-
ing iteration k. The cognitive component of this movement is set by the term
¢1rand, (pBest; — x;¥) which represents the distance between the current parti-
cle’s position and the position of the best known solution for the same particle.
The social component is set by the term ¢orands(gBest — z;*), the distance be-
tween the current particle’s solution and the best known solution for any particle
in the neighborhood.

2.2 PSO-based clustering algorithms

The first PSO-based clustering algorithm was introduced by Omran et al. in
[18]. The experimental results shown by Omran et al. [17]-[18] depicted that
the PSO-based clustering method outperformed other well known alalgorithms
like k-means, Fuzzy C-Means (FCM) and a few other state-of-the-art clustering
algorithms.

Van der Merwe and Engelbrecht hybridized this approach with the k-means
algorithm for clustering general datasets [21]. In their approach, a single particle
of the swarm is initialized with the result of the k-means algorithm and the rest
of the swarm is randomly initialized. In 2003, Xiao et al. used a new approach
based on the synergism of the PSO and the Self Organizing Maps (SOM) [22]
for clustering gene expression data.

Cui et al. [8] proposed a PSO based hybrid algorithm for classifying the
text documents. They applied the PSO, K-means and a hybrid PSO clustering
algorithm on four different text document datasets.
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3 Proposed Algorithm

The proposed clustering algorithm uses a global PSO process to find the optimum
position for the k cluster centroids, using a global variance measure as the fitness
function. Each particle is represented by the position of one cluster centroid. For
each given centroid position all patterns are assigned to the cluster defined by
their nearest centroid, so that the global variance of the resulting clustering can
be measured.

Algorithm 1 Pseudocode of the proposed PSO algorithm

Population + initialize_population();
while not_stop_condition() do
for i + 1 to size(Popultation) do
FEwvaluate each particle x; in Population
if fitness(x;) is better than fitness(pBest,;) then
pBest, < x;
fitness(pBest,) « fitness(x;)
end if
if fitness(pBest;) is better than fitness(gBest) then
gBest < pBest,
fitness(gBest) < fitness(pBest,)
end if
end for
for i < 1 to size(Popultation) do
v; <= wv; + p1randi (pBest, — x;) + ¢parandz(gBest — x;)
Ti — Ti +v;
end for
end while

3.1 Particle representation

Each particle p; is represented as:

Ch
Cs
Di =
Ck
Where each component C; = (x1,22,...,2p) in the particle corresponds to the

position for the centroid of cluster j. D is the search-space dimension and K the
number of clusters.
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3.2 Fitness Function

Several cluster validation indexes are available to be used as the fitness function
for a PSO-based clustering algorithm. The source code library used for experi-
mentation with the proposed algorithm was carefully parametrized so that any
suitable function can be used as the fitness function for each run. Although the
choice depends on the topologic properties of the dataset, a few of the most
widely used indexes are available, like the I — index [2], Davies-Bouldin [9] and
Xie-Beni [23]. For the sake of clarity all the experimental results shown in this
paper were achieved using a relatively simple global variance expression as fit-
ness. So the fitness function for the experimental results section below is given
by:

f@) = % 33" Dr(0,C) 0

14i=1

<
Il

Where K is the number of clusters, N the number of patterns in the j
cluster, D is a standard similarity/dissimilarity metric (Euclidian distance for
the experiments shown in this paper), o; is the ith pattern in the j cluster, and
Cj; is the centroid for cluster j.

4 Experimental Results

To test the proposed algorithm several experiments were performed using widely
known synthetic dataset. The results of proposed PSO algorithm were compared
with the VGA-clustering algorithm proposed by Bandyaopadhyay and Maulik
in 2001 [2]. The fitness function used in VGA-clustering algorithm is computed
through the I — index described in [2]. The datasets, labeled Data 52 [2]-
[3]-[5], Data_4-3 [2]-[3]-[5], Data_6_2 [3], Data 9.2 [2]-[3]-[5], Data_10_2 [4]-]5]
were taken from http://www.isical.ac.in/"sanghami/data.html. Each ex-
periment was performed 100 times to reliably test its performance and accuracy.
As is traditional when testing meta-heuristic procedures, configuration parame-
ters for each experiment were empirically set and are shown in tables 1, 2, 3, 4
and 5. The considered performance metrics were execution time and number of
iterations. All experiments were run on a AMD Athlon ™M II X2-220 processor
at 2.8 Ghz, with 6 GB Ram. Table 6 shows the average result from the 100 exe-
cutions of each kind of experiment using the proposed PSO and VGA-clustering
algirithms. Lastly, figures 1, 2, 3, 4 and 5 show the best clustering found for each
dataset and each algorithm.
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Dataset Data_5_2 contains 250 patterns in R? and 5 clusters. The configura-
tion parameters for the PSO procedure used during this experiment were:

Table 1. Configuration parameters for experiments with the Data_5_2 dataset

Parameter Value
Swarm size (in particles) 5
Search-space dimensions 2
Inertia factor 0.9
Cognitive factor weight 1.8
Social factor weight 1.6
Search-space limits [5.0 16.0]
Maximum speed 1.5

The Data_4_3 dataset contains 400 patterns in R? and 4 clusters. Configura-
tion parameters for experiments with this data set were:

Table 2. Configuration parameters for experiments with the Data-4_3 dataset

Parameter Value
Swarm size (in particles) 20
Search-space dimensions 3
Inertia factor 0.9
Cognitive factor weight 1.8
Social factor weight 1.2

Search-space limits [—2.0 17.5]
Maximum speed 2.0
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The Data_6_2 dataset contains 300 patterns in R? and 6 clusters. Configura-
tion parameters for experiments with this data set were:

Table 3. Configuration parameters for experiments with the Data_6_2 dataset

Parameter Value
Swarm size (in particles) 20
Search-space dimensions 2
Inertia factor 0.9
Cognitive factor weight 1.2
Social factor weight 1.4
Search-space limits [—2.0 21.0]
Maximum speed 1.2

The Data_10_2 dataset contains 500 patterns in R? and 10 clusters. Config-
uration parameters for experiments with this data set were:

Table 4. Configuration parameters for experiments with the Data_10_2 dataset

Parameter Value
Swarm size (in particles) 15
Search-space dimensions 2
Inertia factor 0.9
Cognitive factor weight 1.8
Social factor weight 1.2
Search-space limits [—18.0 18.0]
Maximum speed 2.0

The Data 92 dataset (sometimes referred to as the s¢900_2_9 dataset) con-
tains 900 patterns in R? and 9 clusters. Configuration parameters for experiments
with this data set were:
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Table 5. Configuration parameters for experiments with the Data_9_2 dataset

VGA-clustering

Parameter Value
Swarm size (in particles) 25
Search-space dimensions 2
Inertia factor 0.9
Cognitive factor weight 1.8
Social factor weight 1.2
Search-space limits [—3.5 3.5]
Maximum speed 1.5
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Fig. 1. Best clustering results of each algorithm for all Data_5_2 experiments.

VGA-clustering

Proposed PSO algorithm

Fig. 2. Best clustering results of each algorithm for all Data_4_3 experiments.
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Fig. 3. Best clustering results of each algorithm for all Data_6_2 experiments.

VGA-clustering

Proposed PSO algorithm

Fig. 4. Best clustering results of each algorithm for all Data-10_2 experiments.
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Fig. 5. Best clustering results of each algorithm for all Data_9_2 experiments.

Table 6. Average execution time and number of iterations of the proposed PSO and

VGA-clustering algorithms.

Dataset Algorithm Number of patterns Execution time Number of iterations
Data_5-2 Proposed PSO 250  2.70 seconds 194
Data 52 VGA — clustering 250  4.61 seconds 395
Data_ 43 Proposed PSO 400 12.74 seconds 196
Data-43 VGA — clustering 400 21.36 seconds 274
Data 62 Proposed PSO 300 55.85 seconds 912
Data 62 VGA — clustering 300 68.74 seconds 954
Data_10_2 Proposed PSO 500 52.88 seconds 497
Data 102 VGA — clustering 500 66.02 seconds 519
Data 92 Proposed PSO 900 54.57 seconds 196
Data 92 VGA — clustering 900 101.98 seconds 273
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5 Conclusions

Particle Swarm Optimization offers some particular advantages over other sim-
ilar meta-heuristics. It requires only a small number of particles and yet it can
explore very large search-spaces, therefore it poses as a good candidate for data-
mining and huge data volume problems. Besides, PSO is not vulnerable to poorly
set initial conditions which make it ideal for clustering and classification tasks.

This paper presented a modified PSO algorithm which uses a global vari-
ance measure for solving multivariate data clustering problems. Five different
and widely known datasets were used for testing the proposed algorithm. Each
experiment was run 100 times and average results (in table 6) show it to be
precise and efficient. In all datasets the proposed PSO algorithm shows better
clustering results than the VGA-clustering algorithm.

Experimental results show how a small number of particles (or candidate
solutions) can successfully solve any data clustering problem. Also, as shown by
those results, even a dramatic increase in the dataset size can only induce a very
small increase in the number of particles needed for a specific problem, and the
observed variation between the execution time with the smaller and the bigger
dataset is non-relevant.
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